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Introduction

The characteristics of the mind-world connection have a special appeal for philosophers. Since Plato’s discussions about the nature of the relationship between the body and the soul-mind [Plato, 1997] philosophers’ attention has been captured by the problem of how human beings gain knowledge of reality. Even before Plato, Parmenides had introduced the dichotomy between the eye and the ear by characterizing them as bodily organs that might be deluded, while only human reason can properly judge truth and being. 
In later days, sciences and technology have strongly contributed to redefine relevant questions for the philosophy of mind such as the problem of the relationship between the body and the mind. A special group of studies dedicated to cognition has grown up under the name of “cognitive sciences”. 

The cognitive sciences constitute a gerrymandered group of approaches to the problems connected with cognition. They include approaches directed to different objects that can be quite general or very specific: cognition in general, symbolic processes, memory, attention, consciousness, perception, vision, action planning and execution. 
The “high-level” and general structures of symbolic thought and the “low-level” and specific processes of animal vision can be included within the domain of cognition, and are addressed by cognitive scientists of different strands: psychologists, neurophysiologists, computer scientists, engineers, linguists. 
The cognitive sciences are not necessarily committed to a particular vision of mind and its functioning. However, there has been a consensus for a working paradigm for many years, although of late cognitive scientists have been divided in their opinion which has lead to a paradigmatic shift in the domain during the last few years. 
This evolution has created the label of “cognitivism” for the “classic” cognitive science; cognitivism or classic cognitive science can be identified with an interdisciplinary school of thought, a view of the mind which constitutes the orthodoxy or the mainstream in the sciences of the mind. 
The adoption of the computer metaphor for describing the mind and the account of cognitive processes as inferential procedures upon internal, symbolic representations can been indicated a minimal common denominator of cognitivism. 
“Boiled down to its essence, cognitive science proclaims that in one way or another our minds are computers” [Dennett, 1993, p. 126]
The classicist view can thus also be described as “computationalism” and “representationalism” (see for instance [Fodor, 1975; Marr, 1977; Marr, 1982; Putnam, 1961] as representative of computationalism and representationalism and [Lucas, 1961; Rumelhart, 1986; Searle, 1980; Dreyfus, 1972] as classic opponents to this view). 

Nonetheless, the approaches that are included within the frame of the classicist view of the mind are not homogeneous, and the same is true of the growing research program which is characterized by a critical attitude towards the mainstream. 

Some claims can be individuated that are characteristic of the opposition to the mainstream: 
· Cognition is not (limited to) being the mirror of reality and perception does not (only) consists of the representation of the world. This claim leads to the criticism of internal representations. 
· Cognitive processes are not (necessarily) centralized, i.e.: there is no gap between cognitive processes and their surrounds
· Perception and cognition cannot be considered outside the frame of action 


However, these claims are differently interpreted by their supporters. Under the banner of the criticism to representations alternative positions can be proposed. 

On one side, representations can be considered as obsolete for explaining cognition and thus be completely rejected (i.e. [Brooks, 1991] and [O'Regan, 2001]). The world is thus proposed as to function as its own best representation.  In some cases, this strong position is associated with a shift of the explanatory attention from the so-called high-level cognitive processes (such as problem solving, an issue which is typically addressed by classical Artificial Intelligence) to low-level cognitive processes such as animal motor behaviours (to be reproduced in robotics by artificial creatures, as in [Brooks, 1991]), and  human perception  ([O'Regan, 2001]).

The refusal of representations can be associated with a strong accent on the role of action in perception and on the situated condition of the cognitive functions. Perception is thus described as a form of action, an explorative procedure [O'Regan, 2001] and the functions of representations and memory are externalized in the world and retrieved thank to the perceptual activity of the creature [Brooks, 1991]. Perception as action defines a form of enactive view of cognition [O'Regan, 2001]. The allowance of memory and representation to the world characterize cognition as both situated and embodied [Brooks, 1991].  Situated because the cognitive creature must be engaged in a world in order not to need internal representations and memory; embodied because only a creature which can perceive and act, and thus which has a body, has the possibility of making its situatedness in the world productive.

In association with the three main criticisms to the mainstream, three positive characterizations of cognition seem thus to emerge within what we might call “the new wave in cognitive sciences”: cognition is enacted, cognition is situated and cognition is embodied. 

But things are not so simple: the three statements can stand in different relations one with the other, they cannot be all accepted and each of them can be differently interpreted. 

The role of action in perception can be differently interpreted, the reduction of perception to action being an extreme position. 

[Kirsh, 1991] for instance reproaches representational eliminativism for misunderstanding the role of concepts in many activities that are characteristic of our life, thus for bounding the explanation of human cognition to a reduced number of animal behaviors. Nonetheless, [Kirsh, 1995] describes the role of a special class of actions (epistemic actions) that are directed to reduce the complexity of the computation for non-symbolic tasks such as perceptual identification. [Kirsh, 1991] also describe the class of situationally determined activities as those for which chances of success are enhanced by perception (and especially egocentric perception) rather than by the use of concepts. 


In a similar vein, [Pylyshyn, 2000] argues for the necessity of integrating purely conceptual representations with demonstrative reference so as to make action in context possible. Conceptual representations are insufficient for encoding beliefs based on visual inputs so as to make it possible to act on objects. 

In both [Kirsh, 1991] and [Pylyshyn, 2000] the reject of representations is considered too radical, altogether, and the reduction of all types of perception to action or the reduction of all types of cognition to perception and action are not accepted. The notion of embodiment is implicit in the notion of egocentric reference but not directly pointed out. On the contrary, the notion of situatedness is explicit in both discussions and referred to the fact of the role of external clues in determining action. 

The compatibility of representations and of the acceptance of the role of action not only in perception but in cognition in general is exemplified by the repartition of representations into three groups operated by [Bruner, 1968]. Symbolic representations coexist in the mind of the adult and of the child with iconic representations and with enactive representations. Enactive representations are acquired by doing and thus they are strictly related to action and to knowledge acquired in the course of action. They are somewhat more basic than the other two types of representations but the three are perfectly compatible. The use of the term “enactive” is in this case very specific, in that it does not indicate the general way of constitution of perceptual experiences but only of a specific group of representations. No explicit reference is made to the embodied or situated character of perception and cognition.

Still, in [Bruner, 1968] description, symbolic representations and actions are compatible but separate. This is not the case for other approaches where high-level cognitive processes and symbolic representations are described as affected by the presence of the world and by action ([Hutchins, 1995] and [Clancey, 1995]).  


It is possible to affirm that, even if it is not made explicit, in all the cited approaches (at least some) cognitive processes include actions of the body, thus the notion of embodiment for (at least some) cognitive processes is implicitly recalled. Embodiment is one way in which cognitive processes can trespass the limits of the brain or of the central processor. 

The other way, indicated by [Brooks, 1991], [Kirsh, 1991] and [Pylyshyn, 2000] is to anchor action, perception and cognition in some state of the world external even to the body. External states can be constituted by other people symbolic processes [Vygotskij, 1962] [Hutchins, 1995] and by technological devices and other objects [Hutchins, 1995] [Clancey, 1995]. This kind of situated cognition is also indicated as distributed cognition. As [Brooks, 1991] does, distributed cognition approaches affirm the role of the world and of the actions of collaborating agents in the shaping of high-level cognitive processes. At odds with [Brooks, 1991], distributed cognition approaches do not evict the notion of representation. The notion of representation is simply re-contextualized in the larger perspective of the actions of a group of agents interacting with parts of the world. [Hutchins, 1995] is particularly keen to classicist accounts of cognition as operations on representations once representations are extended to this larger context. 

The situated and distributed character of cognition leads to an externalist view of the mind, as it is explicated by [Clark, 1998]: the external reality is responsible for the beliefs of the individual by driving cognitive processes and behaviors of the organism

In parallel with the position which is assigned to representations, different roles can be attributed to actions in perception and cognition. Even if the claim that action plays a role in perception and cognition seems to be shared by the most part of the opponents to the classicist view, this assertion assumes different grades. In particular a difference can be traced between those who attribute to action a role of guidance over perception and those who affirm that action is responsible for the perceptual content. 

In correspondence with the eliminativist attitude toward representations [O'Regan, 2001] assumes that perceiving is acting, in the form of explorative procedures, and that the content of perception is determined by the acquired knowledge about the perceptual consequences of movement (the knowledge about the so-called sensorimotor contingencies). The relationship between action and perception is not bound to the vision that perception is a guide for action or that action directs perception through exploration. Within the sensorimotor view, action and perception collide. 


It is thus possible to evidence at least two general attitudes toward the role of action. 

The first claim affirms that action directs perception through the exploration of the environment and the orienting of the sensors; conversely, perception directs action by providing the necessary information for proper movement. Perception and action can be conceptually separated, but in concrete they operate in a sort of loop. 


The perspective that action is for perception is described in the domain of the psychological studies of touch by [Klatzky, 1985 and  Lederman, 1987]. It is proposed that the hand system is an intelligent instrument because it makes use of its motor capacities for ameliorating its sensitive abilities. Additionally, the type of movement which is performed during the exploring activity is strictly connected with the perceptual property of the object which is extracted. A loop is thus created between perceptual and motor activities. 

The inverse assertion, that perception is a guide for action, is advanced by [Milner, 1995], which affirms the existence of two perceptual systems: one directed to the construction of representations of the world and the other to the guidance of action. The two systems would be anatomically and functionally separated. 


In a similar vein, [Berthoz, 2002] describes perception as an anticipation or simulation of action. For instance, the brain forms perceptual simulations of the incurring action so to reduce the necessity of controls over action. Perception is thus for action. But in the same time, action also shapes the content of perception in the form of the simulation. In this sense, the position of Berthoz also shares the second claim, that action is not only involved in a functional loop with perception, but it also shapes the content of perception. 



Another position which is representative of this second claim sustains that perception is active or interactive. Perception is not a pure and passive form of representation, following these approaches, because the involvement of the motor system facilitates the interaction of the sensors with the environment and intervenes in the selection of the information [Blake, 1992]. In fact, the visual scene is not given all at once, but in the course of an active exploration. The active character of perception also depends upon the intervention of top-down processes, as those that involve memory [Churchland, 1994]. 
In these ways, the perceptual result is shaped by action and eventually by other cognitive states of the perceiver.



The shaping of the perceptual content might not be only connected with the performance of exploratory movements. [Viviani, 1990] suggests that the perceptual result in the case of perception of movement is influenced by a special form of motor knowledge: the knowledge about the laws of biological movement. As for [O’Regan, 2001] this form of knowledge is implicit. Nonetheless, this position is not generalized to other forms of motor knowledge or perceptual performances. 

Three other approaches are presented in this overview of the critics to the classic cognitive sciences. 

One of them, the Dynamic Systems approach, shares some of the claims that have been presented up to now, such as the view that many different conditions matter for the emergence of a new motor, perceptual or cognitive behaviour. Between these conditions environmental factors, bodily factors, experience, brain maturation or functioning and other circumstances are taken into account and assume a different weight depending on the specific behaviour which is taken into account for explanation. What is common is the adoption of an instrument of analysis which is constituted by the mathematical framework of the dynamic systems, which is used to a number of organic and non-organic systems. The position of the Dynamic Systems approach is thus peculiar because the claims regarding the enactive, embodied and situated nature of cognitive behaviours are subordinated to the adoption of a mathematical instrument of analysis and modelling. If it is true that the instrument has the peculiarity of taking into account the evolution in time of a number of factors and their role in the emergence of a complex behaviour, this is not necessarily committed with a specific view of cognitive processes. 

The two others approaches present the peculiarity of proposing themselves as global alternatives to the computationalist/representationalist cognitive sciences and to replace the classic model of mind with another one. They hence describe the classic view as a structured model. 


The enactive vision of cognition proposed by Varela and his followers aims at going beyond the mere criticism of classic cognitive sciences and proposed a new view to replace the cognitivist approach called the “enactive cognitive sciences” ([Varela, 1991; Thompson, 2002]). Within this approach enaction is a global theory of cognition, a theory of perception and a meta-theory about scientific theories and research on cognition. The role of action is certainly a crucial point for this approach but a more general view is proposed of the organism of cognition and its environment as co-determining one each-other.  Cognition is thus the result of this coupling and the organism and the environment both at the level of the ongoing interaction and at the level of their co-evolution. 

The ecological view represents a form of direct perception approach. No representations, no internal inferences are considered as necessary for explaining the perceptual functioning. No compromise is accepted with the classicist view and its methods of research, so that the ecological view presents itself as an alternative to the classic model of perception.  As for the enactive vision, perception is considered as the function of an organism immerged in an environment and the two cannot be artificially separated without loosing of explanatory capacity. In fact, the perceptual systems of the organism are in some way attuned to the properties of the environment and they directly react in presence of the properties that remain invariant despite the movement of the organism. The strong assertion of situatedness is thus associated with an equally strong accent upon action: not only perception is for action and action direct perception but what is perceived are the possibilities of action that the objects of the world represent for the organism. 

From this short sketch of the enactive embodied situated view of cognition, the new wave in cognitive sciences emerges as a complex panorama which includes many directions of research. They differ along some of their conceptual aspects (i.e. some authors decline the very concept of internal representation, while others are simply interested in limiting the recourse to this kind of mental items; some authors point out strongly the role of action in perception, others choose to highlight the action–perception loop). They also differ in their aims: some approaches present themselves as global alternatives to the mainstream, some other address some of the classic view questions. Finally they differ in their domain of research and thus in their methods and interests, some being interested to cognition in general, other to perception only, some focusing their attention upon the brain structure, others upon the human behaviour and others upon artificial creatures architecture. They present many points in common, even if these points are not shared by all the approaches. In particular the role of action in perception is generally appreciated, the role of internal representations in cognition and perception is criticized at different degrees and the role of peripheral processes and of the connections with the external world are emphasized. As a result the different approaches are much more connected by the resemblances that connect the members of a family in a picture than to the existence of a common denominator which would give rise to a homogeneous group of studies. 


I will consider each of the different positions of the new wave in cognitive studies and I will try to evidence their differences and their similarity in relation to the three main lines of criticism toward the classicist/computationalist/repesentationalist view of cognition. 
1. Criticism toward the role played by representations in cognitive processes. Different positions

The criticism toward the role assigned to representations in cognitive processes is one of the mainly characteristic claims of the new wave of studies in cognitive sciences.  


As Thelen and Smith put it, 

“We want to understand the form and function of our continuous contact with the world. Minds do not just represent the world, they live in and are part of physical reality, a reality of the embodied self and the material world.” [Thelen, 1994, p. 164]

One of the main tenets of the opposition to the mainstream in cognitive science is thus the idea that cognition (knowledge and perception) is not (limited to being) the mirror of reality. 


In association, the accent is shifted from the properties of the agent of cognition toward the insertion of the cognitive agent in the world through his body and interactions.  In general a greater interest is devoted to cognitive processes that have been neglected by traditional cognitive sciences, such as animal and reactive behaviors.


Nevertheless, the positions are not homogeneous, varying from the assertion that representations are obsolete to the recognition that representations are just not all the story.

For instance, it is possible to accept the representational account of biological cognition for high-level, symbolic performances and to adopt a non-representationalist view for low-level behaviors. It is also possible to evidence the role of situated representations that are appropriate in special conditions, such as in the guide of action, while symbolic representations apply to other tasks, not necessarily low-level tasks. Finally, representations can be reconceived in the frame of a different language, such as that of the mathematics of dynamic systems.

1.1 Cognition is not the representation of a pregiven world by a pregiven mind

1.1.1 The enactive cognitive sciences

[Varela, 1991] expresses the aim of substituting the vision of cognition as the representation of a the world by the mind of some organism with a view of the world and the mind as both being materialized by the actions performed by the organism in the world. 
“to emphasize the growing conviction that cognition is not the representation of a pregiven world by a pregiven mind but is rather the enactment of a world and a mind on the basis of a history of the variety of actions that a being in the world performs [Varela, 1991, p. 9]. 

This view is called “enactive” because the mind and the world are enacted or put into action. 

The term is mutuated on the English verb “to enact” which means to portray, to bring forth something already given and determinant of the present, as in a stage actor enacting a role; and also to specify, to legislate, to bring forth something new and determining of the future, as in a government enacting a new law. 

The enactive approach is proposed by Varela as an alternative to classic cognitive sciences and is thus considered by its adherents as a new trend in cognitive sciences, called enactive cognitive sciences. [Varela, 1991] proposes a tripartite graphic for identifying what he maintains as the only real revolutionary position: the enactive cognitive sciences, then some friends of the enactive approach (called the emergentists) and finally its main targets of criticism, unified under the label of cognitivist-representationalist paradigm
. The credited enactivists belong to variegated domains of research and include approaches as the ecological approach to perception proposed by Gibson and the researches of Brooks in robotics
 in which the notion of representation of the external world is strongly criticized or in which an accent is posed upon the notions of action and sensorimotor cognitive processes are, such as in the classic approaches of Piaget and Bruner. 
1.1.2 The structural coupling of organism and environment 

In the enactive view proposed by Varela the refusal of representations and the accent upon the actions of the organism in the world is conjugated to a global worldview which is especially committed to discard the subjectivist-objectivist dualism in the relationship between the organism and the world. 

The objectivist view depicts the mind as a glassy essence deputed to mirror the world as a predefined entity [Rorty, 1979]. Subjectivism recognizes the active role of the organism in the determination of the aspect of the world, but it misses the fundamental fact that the organism and its environment are part of an evolutionary history which provides to their co-determination [Thompson, 2002]: 

“A history of structural coupling that brings forth a world” [Varela, 1991, p. 206].

“…an interlocked history of structural transformations, selecting each other's trajectories.” [Varela, 1979, pp. 48-49]
The animal-environment codetermination consists in the fact: 

“1) that animals select properties in the physical world that are relevant to their structure (body-scaling, sensor-motor capacities, etc.), shaping  these properties into environments  that have behavioral significance; and 2) that environments select sensory-motor capacities in the animal and thereby constrain animal activity. [Thompson, 2002, p. 393]

Color vision for instance contributes to the task of segmenting the visual scene into regions of distinct surfaces and objects; but color vision varies throughout the animal world, and what counts for the surface of an object correspondingly varies in relation to the perceiving animal too. Color vision cannot then be considered as a simple matter of detecting surface reflectance (a physical property of the world): perception is not a matter of mapping the physical world. Second, color vision has many other biological functions besides the detection of surfaces, such as guiding animal behavior, as feeding (the color of fruits) and social interactions (the color of other animals) depending on the things which exemplify the color.  Thus, for instance, the bee is sensitive to ultraviolet not only because it is advantageous for the bee to detect flowers that have ultraviolet reflectances; but also because it is advantageous to the flower to have ultraviolet reflectances to be seen by bees [Thompson, 2002].


These examples instantiate both the assert that animal perception is not bound to the recover of the properties of the physical world (objectivist view) and the assert that animal perception cannot be conceived as a simple projection of qualities that are subjectively generated (subjectivism). The evolution of animal perception also contributes to the determination of the environmental conditions. The relevant properties of the world are thus not pre-given to the organism, the organism is not bound to their representation, but they are enacted by the couple of the organism and the world through their co-evolution and through the actions of the organism in the world. 


The co-determination of the organism and the environment is a fundamental aspect of enaction in Varela’s approach and the crucial reason for refusing the image of perception as the recovery of animal-independent properties, thus the image of an inflow of information which gives rise to representations of the external world. 
1.2 Representations are obsolete: the world is its own best representation.
 

1.2.1 The view from robotics

R. Brooks (see [Brooks, 1991; Brooks, 1991]) founded his research program in Artificial Intelligence on the study and reproduction of simple level animal intelligence, a kind of intelligence in which explicit representations and models of the world simply get in the way and the good primary representational units are behaviors. 

The Creatures Brooks aims at producing are intelligent in a different sense than the Intelligent Agents of the Good Old Fashioned Artificial Intelligence. They do not play chess but search for cans in a messy room, avoid hitting things and in general, are quite bound to perception and mobility tasks. As a matter of fact, the models for Brooks intelligent Creatures are animals and even insects. In opposition to traditional Artificial Intelligence, Brook’s idea is in fact that of studying intelligence from bottom up, concentrating on artificial physical systems (called Creatures or mobile robots) situated in the world, that carry out different types of tasks and that share resemblance with biological systems. If Creatures need no explicit representation of the world or of the intentions of the system in order to generate intelligent behavior is because the state of the world guides their behavior. A mobile robot which is capable of avoiding hitting things
“senses objects in its immediate vicinity and moves away from them, halting if it senses something in its path. It is still necessary to build this system by decomposing it into parts, but there need be no clear distinction between a “perception subsystem”, a “central system” and an “action system”… so there is no single place where “perception” delivers a representation of the world in the traditional sense.” [Brooks, 1991, p. 143]

Nevertheless, the criticism toward representational units is not bound to low-level animal behaviors, since Brooks’ argument is that all the capabilities requested for perception and mobility are a necessary basis for ‘higher-level’ intellect. In fact, Brooks assumes that, since evolution of perception and mobility in a dynamically changing environment took much more time than the evolution of the so-called cognitive higher performances, perception and motion are necessary and even sufficient for intelligence in general [Brooks, 1991].

This is a sketch description of the leading arguments of Behavior Based Robotics: 
“BBR is founded on the subsumption architecture (Brooks, 1986) and other work on reactive robotics (RR). RR achieve rapid real-time responses by embedding the robot’s controller in a collection of pre-programmed, concurrent condition-action rules with minimal internal state (e.g. ‘if bumped, stop’, ‘if stopped, back up’) (Brooks & Connell, 1986; Agre & Chapman, 1987). Such reactive systems are limited by their lack of internal state; they are incapable of using internal representations and learning new behaviors. Behavior-based systems overcome this limitation because their underlying unit of representation, behaviors, can store state. The way state is represented and distributed in BBR is one of the sources of its novelty. Information is not centralized or centrally manipulated; instead, various forms of distributed representations are used, ranging from static table structures and networks, to active, procedural processes, implemented within the behavior networks”.  [Mataric, 1999, p. 2]

The substitution of representations and their manipulation with behaviors produces a decentralization of the cognitive processes: cognitive processes are no more all in the head, but they include all the behavioral chain: from the world in which behavior arises to the movements and perceptions that are constitutive of the behavior itself.  In Behavior based Robotics the eviction of representations is thus accompanied by the inclusion of the world and of the moving and perceiving body of the cognitive agent in the cognitive process.

Behavior Based Robotics implies another aspect of the decentralization operated by considering behaviors instead of representations as the fundamental units:  instead of being subdivided into central and peripheral systems, Brooks’ Creatures are composed of multiple, parallel layers that directly connect sensors to action and each represent an action or behavior. 

“With multiple layers, the notion of perception delivering a description of the world gets blurred even more as the part of the system doing perception is spread out over many pieces which are not particularly connected by data paths or related by function. Certainly there is no identifiable place where the” output” of perception can be found. Furthermore, totally different sorts of processing of the sensory data proceed independently and in parallel, each affecting the overall system activity through quite different channels of control.” [Brooks, 1991, p. 144]
This horizontal structure of parallel behaviors or layers is what is called subsumption architecture and is opposed to the vertical structure of computational processes as  input-central elaboration-output.

1.2.2 The world as its own best representation


In the case of artifacts, the physical grounding of the robot forces the designer to deal with all the details of being in the world with sensors and actuators. A strong requisite of real agents, agents that evaluate the real world with its complexity, is in fact to respond in a timely fashion to the incoming inputs. Completely modeling the world can be computationally challenging. The world thus represents a problem for the intelligent behavior of the Creature. The suggestion of Brooks is that in the mean time, the world is also the solution to the problem. In absence of representations, the world itself contributes to the observed intelligence of the Creatures. 
As a matter of fact, the intelligence of the Creature, the complexity of its behavior, is not grounded on the internal complexity of the Creatures (a central controller, a complex of detailed representations, a set of pre-given rules). As we have seen, intelligent behaviors are decentralized toward the periphery of the system, represented by perceptual and motor activities and the cognitive agent is anchored to the world through perception and action
“But a world in which it is situated also provides some continuity to the agent. That continuity can be relied upon, so that the agent can use its perception of the world instead of an objective world model. The representational primitives that are useful then change dramatically from those in Artificial Intelligence. The key idea from situatedness is:  The world is its own best model.” [Brooks, 1991, p. 16]
Perception substitutes the recalling internally stocked representations while the modifications that the Creature physically imposes to the world have the value of cognitive processes. 

In this sense, in the absence of internal representations, the embeddedness of the Creature in the world is as necessary as the embeddedness of the Creature in a perceiving-acting body. Without an ongoing participation and perception of the world there is no meaning for an agent. 

Thus, representations are not only unnecessary (in the construction of artificial intelligences) but are also indecisive in biological and even human intelligent behavior. Intelligence is built in a bottom-up fashion from simple behaviors, it is not a question of internal complexity (rules and representations) but of the dynamical interaction between the system and its environment, in a way that can make it difficult to draw a sharp distinction between what is intelligence and what is interaction with the world. This is true not only for artificial creatures, but even for human beings. 
1.2.3 The view from human perception studies   


In a similar vein as Brooks, [O'Regan, 2000; O'Regan, 2001; Noe, 2004; Noe, Forthcoming; Noe, In press; Noë, 2003] argue against the role of representations in the explanation of perceptual experiences.

A visual phenomenon named “change blindness” indicates that the visual system can miss large changes in the aspect of a visual scene. Change blindness experiments include the presentation of an original and a modified picture with a “mudsplash” superimposed at the moment of the change. The observer’s task is to identify the change. The change can consist in a region of the picture changing location, color or appearing and disappearing. As a result, changes are often missed. This seems to provide evidence contrary to the idea that the visual system forms internal, complete representations of the external world that resemble detailed 3D pictures. 


In addition representations are maintained as not necessary but obsolete to explain perceptual experiences:

“Indeed there is no "re"-presentation of the world inside the brain: the only pictorial or 3D version required is the real outside version. What is required however are methods for probing the outside world -- and visual perception constitutes one mode via which it can be probed.” [O'Regan, 2001, p. 946]

All what is needed is to take into account the necessary connection of perception and movement. Perceptual activity is in fact inextricably associated with patterns of movement. Blinking while looking at an object provokes an interruption of its sight; moving the head or the eyes leads to a modification of its aspect, and of the parts that are actually exposed to visual judgment; the movement of the object introduces variants in visual perception. All these modifications instantiate some rules of visuo-motor contingencies, that is of interrelations between the motor and the sensory activity of the visual system. To be a visual perceiver is, thus, to be capable of exercising mastery of vision-related rules of sensorimotor contingency. This mastery instantiates a form of implicit knowledge. A skilled perceiver “knows”, in an implicit and practical manner, what will happen when he turns his head while looking at an object. In the mean time, the perceiver implicitly knows that turning his head will not change anything to the haptic appreciation of the object he is grasping with his hands. Hence the different qualities of the sensory modalities can be ascribed to differences in the rules of sensorimotor contingencies. In the same way, it is the mastery of the perceiver in exercising the rules of visuo-motor contingency that allows him to experience the entire/whole object and not only of the part which is directly sensed. As a matter of fact, when we are grasping an object or looking at it only a part of the object enters into direct contact with our sensors; despite this limitation of the stimulus condition, we normally perceive (haptically or visually) the entire object and not an object with only its frontal part or its grasped part. The explanation is again referred to the mastery of sensorimotor contingencies and not to the existence of internal representations of the entire object which would complete the partial acquaintance: the perceiver “knows” that just by turning his head he would make another part of the object appear. The object is thus present as a whole as the necessary sensory consequence of possible motor actions.
1.3 Representations are not the whole story

1.3.1 Non-representationalist view for low-level behaviors and representationalist account for high-level cognitive processes

Hybrid systems are proposed in robotics that attempt a compromise between bottom-up and top-down systems by employing a reactive system for low-level control and a planner for high-level decision making; these approaches tend to separate the control system into three parts, independent from each other but communicating with each other: the planner, the reactive system and the intermediate module that reconciles the representations used by the two and avoids conflicts between their outputs (see [Mataric, 1999]). 


In a more general vein, [Kirsh, 1991] reproaches Brook’s representational eliminativism for misunderstanding/misconstruing the role of concepts (thought) in many activities. According to [Kirsh, 1991] in fact, the role of thought in action, perception and learning is not only a matter of the role of model-based planning, of internal models of the world and intentions, but also of the intelligent manipulation of concepts.  

“There are many ways of thinking that do not presuppose use of an articulated world model, in any interesting sense, but which clearly rely on concepts. Recall of cases, analogical reasoning, taking advice, posting reminders, thoughtful preparation, mental simulation, imagination, and second guessing are a few. I do not think that those mental activities are scarce, or confined to a fraction of our lives. Nor do I think they are slow.” [Kirsh, 1991]
[Kirsh, 1991] finds that having such capacities connected with the manipulation of concepts is to have extra talents relative to insects and other creatures that do not have concepts. In other words, perception and motion do not explain all the intelligent behaviors of human creatures, neither when quick reactions are involved. According to the author, the possession of representations is a sufficient but not necessary condition for the possession of concepts, the essential capacity of creatures that have concepts being the faculty to predicate, that is to 

“identify the common property which two or more objects share and to entertain the possibility that other objects also possess that property. That is, to have a concept is, among other things, to have a capacity to find an invariance across a range of contexts, and to reify that invariance so that it can be combined with other appropriate invariances.” [Kirsh, 1991]

There are many cases in which the relevant constraints go beyond the limits of the perceptual capacities of the agent, as for the  programming or predicting of future activities, for activities that require considerations from an objective or public point of view, for creative activities and in general for activities that are stimulus-free. In all these situations control systems are not sufficient to organize the global structure of the activity: the agent needs to retrieve information from past experience, to change his point of view and use information that is not egocentric. These activities are essential for human survival. 

1.3.2 Situationally determined activities


Nevertheless, [Kirsh, 1991] evidence the existence of a particular class of activities that do not require concepts or reasoning but direct perception and particularly egocentric perception. In their case, the success of the action relies in fact upon the existence of sufficient local constraints in the environment that direct the action towards its objective. Local constraints that enhance the chances of success are mainly constituted by the cues available to the perceiver that are egocentrically noticeable, that is of the cues that depend on the agent location and movement and that can be defined from an egocentric perspective rather than from an abstract and generalized point of view. Additionally, the local constraints are specific to the task, that is, there is one action that suits to the perceived feature.


Only in this case, according to the author, the recourse to representations (such as the representation of different courses of actions and of their consequences) becomes unnecessary. These activities hence depend upon the situation in which they take place and are called “situationally determined activities”. 

The jigsaw puzzle game constitute an example of situationally determined activity: visual perception determines the shape and position of the tile by inspecting the salient corners and signals the proper fit with no recourse to representational activity or conceptual reasoning. 


[Kirsh, 1991] does not consider situationally determined activities as low-level activities. Thus, the avoidance rather than the recourse to thought and representations does not cut between low-level and high-level cognitive activities.  Solving jigsaw puzzles for instance is not a simple stimulus-driven behavior, in fact the agent is active in perceptually questioning the world. The agent light thus perceive different situations when being confronted with the same world because in each case he asks different questions, depending on its states and on its previous confrontations with the world. 

The active questioning of the world is characteristic of situationally determined activities, even if they require the presence of local constraints to determine the success of action. In other words, the active questioning is confined to simple features, such as the place of one tile in the board. 
1. 4 Enactive, situated representations 
1.4.1 Enactive representations


Another possible attitude toward representations is to accept the existence and the role played by symbolic representations but to advance the necessity of integrating symbolic representations with other kinds of representations which are not based upon symbolic encoding.

 
[Bruner, 1956; Bruner, 1966; Bruner, 1968] for instance describes three systems or ways of organizing knowledge and three correspondent forms of representation of the interaction with the world: enactive, iconic and symbolic. Each mode of organizing knowledge is dominant through a specific developmental phase, but is nevertheless present and accessible throughout. 


Symbolic knowledge is the kind of abstract knowledge which is proper for cognitive functions as language and mathematics; iconic knowledge is based on visual structures and recognition; enactive knowledge is constructed on motor skills, such as manipulating objects, riding a bicycle, etc. From the point of view of knowledge acquisition, enactive representations are those that are acquired by doing. 


Even if the three forms of knowledge are related to the cognitive development in children, they are not to be conceived as developmental phases, in analogy with Piaget’s approach to sensorimotor, concrete operational and abstract operational periods [Piaget, 1969]. So, all types of representations are present in the adult mind and are part of his cognitive performances.


1.4.2  Situated representations

[Pylyshyn, 2000] argues for the necessity of including demonstrative reference or visual indexes in order to integrate purely conceptual representations so as to make action in context possible. 

Symbolic representations are not given away, but they are recognized as insufficient for explaining action on objects based upon visual inputs. A representation that there is a stone in a box is not sufficient to prompt action (emptying the box) if it is not anchored to the situation in which action should take place; there must be a representation that there is a stone in this box. The representations that there is a stone in this box is a demonstrative index or demonstrative reference which is situated in the egocentric perception of the agent. In absence of demonstrative reference, an exhaustive representation should be prompted of the entire scene, including all its properties encoded in absolute terms.  
“[…] demonstrative references avoids the need to encode a scene exhaustively in terms of absolute or global properties and can instead refer to certain relations between the objects and the perceiver/actor. This simplifies certain kinds of planning by providing information in an optimal form for making decisions about actions.” [Pylyshyn, 2003, p.199]
Hence, demonstrative or indexical references have the function of directly connecting the agent to the token object to which belief refers or with which an action is to be engaged. 

Demonstratives are normally required by the visual system and can be used in robotics in order to connect perception to action. Indexes serve for example to represent a particular object irrespective of how (with which properties) it had been encoded. According to the author, in fact, on initial contact objects are not interpreted as having certain properties, or, in other words, they are not accessed conceptually. On the contrary, the visual system seems to have the capacity of selecting an individual object from a scene without regard to its properties and to track its trajectory. Properties are successively added to the proto-object that is thus individuated. 
1.5 Dynamic representations
1.5.1 Representations are reconceived as dynamical entities

The last form of critical attitude towards symbolic representations is instantiated by the possibility of reconsidering and redefining the concept of representation. 

“In classical cognitive science, symbolic representations and their algorithmic manipulations are the basic building blocks. Dynamical models usually also incorporate representations, but reconceive them as dynamical entities (e.g., system states, or trajectories shaped by attractor landscapes). Representations tend to be seen as transient, context dependent stabilities in the midst of change, rather than as static, context-free, permanent units.” [van Gelder, 1999, p. 244]

Representations are thus reconceived in the language of dynamic systems mathematics and find a place in a non-computational account of cognition. Dynamics is a widely-developed mathematical framework for the predictions of dynamic events, events that happen in time. The application of mathematical concepts and modelling tools of dynamics to the study of natural cognitive systems defines a specific research paradigm: the dynamical approach to cognition. 

The dynamical approach states that the cognitive system is a dynamical system, that is a system that changes in real time. The body acts over time, the environment is perceived over time and produces its effects on the bodily actions that happen over time [Port, 1995]. Computational approaches leave time out of the explanatory frame: inputs are static structures, the internal processes are segmented into arbitrary steps that have no relationship with real time. Since the cognitive processes unfold in real time, the computationalist models are not the most appropriate to explain cognition and language of dynamics is suggested as a valid alternative.

“We cast the mental events involved in perception, planning, deciding, and remembering in the analogic language of dynamics. This situates cognition within the same continuous, time-based, and non-linear processes as those involved in bodily movement, and in large-scale processes in the nervous system (Freeman & Skarda, 1985; Kelso, 1995; Koch & Davis, 1994; Port & Van Gelder, 1995; Singer, 1990; Turvey, 1990, Van Gelder, 1998). Finding a common language for behaviour, body, and brain is a first step for banishing the spectre of dualism once for all…Because perception, action, decision, execution, and memory are cast in compatible task dynamics, the processes can be continuously meshed together. This changes the information-processing flow from the traditional input-transduction-output stream to one of time-based and often shifting patterns of cooperative and competitive interactions. The advantage is the ability to capture the subtle contextual and temporal influences that are the hallmarks of real life behaviour in the world.” [Thelen, 2000, p. 5]


All the relevant features of the system are represented geometrically: the system is represented by a landscape and the positions in the landscape are the states of the system, which are thus represented one relative to the others. Special states are represented by the attractor states, that is, stable spaces where the system settles: in other words, the system has an affinity for that state, or prefers a certain topology in its state space. The change of the system is represented by changes in the distribution of the landscape and concerns the total state of the system, including the nervous system, the body and the environment. The interaction of the system with the environment is considered as a matter of parameters influencing the shape of change. It is not the matter, as within the computationalist approach, of some symbols being processed while the rest of the system remains unchanged. Representations, as states of the system, are in fact transient and context-dependent in that they evolve with the system and are geometrically depicted one relatively to the others. Dynamicists assume in fact that all aspects of a system evolve simultaneously.  

“With the continuous experience of perceiving and acting, deep and stable attractors will emerge in the landscape of the state space and these deep and stable attractors will affect the paths caused by other experiences. More specifically, some attractors are deep and stable enough that they will cause many experiences to yield the same mental event. They will constitute generalized predictions about the world. In other words, they will perform the functions generally ascribed to conceptual knowledge.” [Thelen, 1994, p. 177]

Thus, representations of the external world are not to be considered as static, objectivist, mental models. [Thelen, 1994] in fact refuse the idea of a single truth out there to be discovered or represented and cite [Lakoff, 1987], according to whom we do not possess a single concept of “mother”, but multiple models that do not cohere in a single definition: the birth model (the person giving birth is the “mother”), the genetic model (the female who contributes to the genetic material), the nurturance model (the female who nurtures and raises the child), the marital model (the wife of the father), the genealogical model (the closest female ancestor). 

Nevertheless the opposition toward computationalism is not necessarily absolute and a possibility of recomposition between the representationslist-computationalist view of the mind and the situated, embodied, enactive approach is proposed.
The differences between the dynamical and classical approaches should not be exaggerated. The dynamical approach stands opposed to what John Haugeland has called “Good Old Fashioned AI” (Haugeland 1985). However, dynamical systems may well be performing computation in some other sense (e.g., analog computation or “real” computation; Blum, Shub, and Smale 1989; Siegelmann and Sontag 1994). Also, dynamical systems are generally effectively computable. (Note that something can be computable without being a digital computer.) Thus, there is considerable middle ground between pure GOFAI and an equally extreme dynamicism […]” [van Gelder, 1999, p. 244]
1.5.2 The constitution of representations and neural selection

A neurophysiological model for the origin of categories and category learning proposed by G. Edelman [Edelman, 1988; Edelman, 1993; Edelman, 1993] and known as the TNGS (Theory of Neural Groups Selection) also reformulates representations in dynamical terms, specifically in terms of selection and variation. 

In Edelman’s theory of “Neural Darwinism” [Edelman, 1988] the brain doesn’t work as a computer, in a top-down direction, but a selective system. An organism has to identify objects and classify them in order to decide how to behave with them; the solutions that the organism adopts are then adaptive, not necessarily veridical, in the sense of being identical to the description given by physics. In fact, Edelman considers that the world cannot be divided a priori into fixed and stable categories, that is into pre-given objects and events. On the contrary, the world is ambiguous and can be interpreted in different ways, depending on the necessities and characteristics of the organism that interacts with it. Hence, the perceptual categorization and the following generalization of the categories are relative to a given organism in a given environment and depend on a process of variability and selection. Computationalism is unacceptable in that it posits a priori categories in the environment or in the brain, and then fails to explain the variability and flexibility of biological categorization. 

Following the selectionist vision, the brain is organized in cellular populations; the cellular populations contain variant nets of neurons (neuronal groups – that is tens or thousands of neurons strongly interconnected locally, that tend to activate and react cooperatively thus acting as functional units), whose structure and behavior are selected during the development. 

The first selective process (embryogenesis) leads to the constitution of what are called primary repertories, that is a certain  number of neuronal groups and circuits, thanks to the epigenetic processes of cellular division, adhesion, migration, death, etc. (the strong variability of the primary repertories provide testimony for the role of epigenetic processes, instead of a simple deployment of the genetic program). Primary repertories constitute the anatomic structure of the connections between neuronal groups. A second selective process begins after the birth, involving populations of synapses, the connections within and between neuronal groups. Experience modifies the strength of the connections in such ways that are selected the combinations of groups which are in accord with the signals that are originated by the adaptive behavior. This secondary repertories depend strongly on the experience of the world. The secondary repertories are often organized in specialized maps of neural groups: different maps respond to different sensory modalities or sub-modalities or to different characteristics of the stimuli. Maps are not stable, since they are modified by synaptic plasticity even in the adulthood. 

[Edelman, 1988; Edelman, 1993; Edelman, 1993] also suggests the existence (not physiologically proved) of a mechanism named “reentry”: a continuous flux of bidirectional signals within and between different maps. Reentry maintains a relation between different characteristics of the environment and constitutes the necessary condition for perceptual categorization. Local, specialized maps respond in an independent and disjoint manner to a stimulus; in particular conditions these parallel maps are interconnected by a reentry and form a global map of superior order which comprises complex motor and sensitive systems, giving rise to the possibility of perceptual categorization. The motor exploration is the main source of the continuous mapping over which the selection of neuronal groups realizes the perceptual categorization. 

2. Decentralization of the cognitive processes


It seems that Old Fashioned Artificial Intelligence has somehow perverted the study of cognition by de-naturalizing it, that is, by forgetting that, in nature, cognition has the function of permitting the best adaptation of the organism to the environment. 


Adaptive behaviours are varied, and comprise of different strategies that are not necessarily organized in a hierarchy, from the low-level perception to the high-level abstractions, since, depending on the task, perception and action are adaptively as effective as reasoning. 


One of the ways of the decentralization of cognitive processes consists in the enlargement of the class of behaviours considered as significant for the understanding of cognitive functioning. [Port, 1995] declares that  computationalist approach mostly limits itself to behaviours related to some form of knowledge: the knowledge is symbolically represented and the symbol manipulation constitutes the computational essence of real cognition (knowledge-dependent, symbolic processes are the only genuinely cognitive processes); the dynamical systems approach, on the contrary, aims at explaining the mechanisms that underlie a large variety of “sophisticated” behaviours, such as playing tennis, having conversations, going shopping, recognizing familiar objects, carrying out actions, etc.the animal behaviour as model. 

The approach of classical cognitive sciences is hence criticized on the ground that cognition cannot be limited to the activity of an abstract central processor (even if it is instantiated by a brain): cognition is the matter of an organism that interacts with the world through action and perception; the cognitive agent hence possesses a body for acting on the world and for perceiving the world and the results of the agent’s actions.  As a consequence it is not worth speaking of centre (the brain, the symbolic processes) and periphery (the perception and action systems), or of considering the abilities of the agent in isolation from the context (social and material) they are exerted in. 


The cognitive processes are hence extended to include the body and the world as constitutive components. In other terms, in reason of the accent on action and interaction, the cognitive agent is considered as embodied and situated. Also, a larger number of behaviors is considered as significant for understanding cognitive functioning. 
2.1 Natural cognition includes a large set of behaviours 
2.1.1 Animals as models 

 
[Clark, 1997] proposes to look at the development of mobile robots (from Grey Walter’s Elmer and Elsie turtles [Grey Walter, 1959] to Brooks’s cited Creatures and  animats, to animal behaviour computer simulations, as Beer and Chiel’s Periplaneta Computatrix [Beer, 1993] as crucial steps in the direction of a development of Artificial Intelligence research that removes the spectre of  a disembodied, intellectualistic and atemporal theory of mind. 

But mobile, autonomous robots are designed to solve different problems than classical Artificial Intelligence tasks: instead of playing chess, they cope with perceptual and motor problems, such as locomotion. The execution of rapid, fluid and adaptive actions is then to be considered a cognitive activity of the same level as logical reasoning. Not only is cognition not limited to the stocking of explicit data and their logical manipulation, but the predominance of  the study of “high level processes” in Artificial intelligence and in cognitive sciences in general should be revisited in favour of more “low level” activities that are directed to survival and to the adaptation of the organism to the environment. Within this view, the problem of intelligence is much more of the nature of the problem of riding a bicycle (a perceptual and motor problem to be solved in real time face to the real and varying conditions of the environment) than the General Problem Solving. Intelligence operates at the juncture of the organism and the world, and its function is to create a good adaptation in real situations. A computer that plays chess but is not able to catch a boomerang doesn’t tell enough about intelligence. 

2.1.2 There is no distinction between peripheral, perceptual-motor systems, and central, cognitive systems

Researchers of the new paradigm are also dissatisfied with the functional depiction of the cognitive system as a centralized set of processes on symbols which interacts with the external world through inputs that are transformed into representations and outputs that are programmed by the internal representations [Brooks, 1991; Clark, 1997].

A classic example of this view is [Fodor, 1983] depiction of the cognitive architecture as organized into peripheral systems for the analysis of the inputs and their transformation into representations, central systems for the symbolic and formal elaboration of the representations, and peripheral systems for the production of outputs. Representations and central processes constitute the core of thought. Only peripheral systems for the analysis of the input (as for instance perceptual systems) are subdivided into modules each of which are each domain specific and encapsulated. They do not interact among themselves or with the centre and their functioning is mandatory; this is why they are fast systems.  


On the contrary, the cognitive architecture proposed by [Brooks, 1991; Brooks, 1991], for instance, is based on a horizontal decomposition, which is conceived to substitute the distinction between central (truly cognitive or representative) components and peripheral (perception or action) systems: 

“An alternative decomposition makes no distinction between peripheral systems, such as vision, and central systems. Rather, the fundamental slicing up of an intelligent system is in the orthogonal direction dividing it into activity producing subsystems. Each activity, or behavior producing system individually connects sensing and action. We refer to an activity producing system as a layer. An activity is a pattern of interactions with the world.” [Brooks, 1991, p. 143] 
The absence of a central processor is accompanied by a fundamental embeddedness of the system. It is the embeddedness, the fact that the system interacts with the world through its own body, and not the internal structure that is held to be responsible for what can be considered the intelligent behavior of the system.

 “There are a number of key aspects characterizing this style of work. Situatedness. The robots are situated in the world - they do not deal with abstract descriptions but with the here and now of the world directly influencing the behavior of the system. Embodiment. The robots have bodies and experience the world directly- their actions are part of a dynamic with the world and have immediate feedback on their own sensations. Intelligence. They are observed to be intelligent - but the source of intelligence is not limited to just the computational engine. It also comes from the situation in the world, the signal transformations within the sensors, and the physical coupling of the robot with the world. Emergence. The intelligence of the system emerges from the system’s interactions with the world and from sometimes indirect interaction between its components – it is sometimes hard to point to one event or place within the system and say that is why some external action was manifested.” [Brooks, 1991, p. 3] 

2.2 Cognitive processes are embodied

2.2.1 The structure of the organism counts for cognition 

The assertion of the embodied nature of cognition can be interpreted in two ways. 


First, as we can extract from Lakoff’s statement, our conceptual systems grow out of bodily experience:

“Thought is embodied, that is, the structures used to put together our conceptual systems grow out of bodily experience and make sense in terms of it; moreover, the core of our conceptual system is directly grounded in perception, body movement, and experience of a physical and social character.” [Lakoff, 1987, p. xiv-xv] 

The fact of having a body structured in such and such way matters for the kind of concepts the organism will form. This is a form of non-intellectual, “anatomo-physiological” constructivism. 


As we have seen in the case of Varela’s enactive approach, the world and the perceiving animal determine each other: animals select relevant properties of the physical world and the world selects sensory-motor capacities. The animal’s structure: body-scaling, sensory-motor capacities, etc. guides the selection of significant properties of the world; as a consequence the specific kind of embodiment of the animal is relevant for establishing which properties of the world will be selected. In other words, 

“the structure of the perceiving animal, understood as the kinds of self-organizing neuronal networks that couple sensory and motor surfaces, which determine both how the animal can be modulated by the environmental events and how sensory-motor activity participates in animal-environment codetermination” [Thompson, 2002, p. 399]. 


Some studies by Thelen and Smith [Thelen, 1994] on the development of locomotion in infants provide an example of this role of the body structure in the emergence of new behaviors in the child and suggest that motor development is the outcome a complex of factors, that include, with the same importance, cerebral maturation, training, environmental conditions and the physical growth of the body. The development of human locomotion is in fact characterized by several transitions: at 2 months of age the step-like movements performed by newborns when held erect disappear; these movements reappear while infants bear their weight on their feet during the second half of the first year, at about 1 year the first independent steps are taken. Even if they are not voluntary, the steps of the newborn are organized movements with a recognizable structure; their kinematic patterns and the underlying muscle activation is nearly identical to kicking in the supine position,  another newborn movement. Other evidences suggest that what were considered as two separated behaviors are manifestations of the same motor output performed in two different positions. But, while the stepping stops at the second month of age, kicking continues throughout the first year. On closer look, stepping too does not completely disappear: with legs submerged in water, 3 month-old infants step normally; in the same way, the addition of weights to the legs of stepping infants suppress the movement and the decline of stepping in infants between 2 and 6 weeks is most rapid in infants with the highest rate of weight gain.  Analogous variations and influences are shown for the reappearance of voluntary stepping. These studies indicate that the development of locomotion is sensitive to environmental and organic events that are connected with the variations in the weight of the infant’s legs. Instead of being completely dependent on a centralized developmental plan inscribed into the genes and the nervous system, or on experiential factors only, the development of movement seems to be connected with a variety of factors, including the physical characteristics of the body.

2.2.1 The motor-perceptual skills of the body count for cognition 


The body is not simply a physical entity. As a medium of the interaction with the world, the body is conceived of as a structured set of behavioral repertories, of motor and perceptual capabilities and activities. 

The second meaning of the assertion about the embodiment of cognitive processes thus goes beyond the neurophysiological structure of the organism and is principally characterized by the sensory-motor structure of the agent. Sensory-motor capacities, or the activity of the agent, are crucial in the enactment of the world and mind:

“animals with different sensory-motor capacity would segment the world in different ways. As a corollary we claim that the prespecified world we find in […] is actually the world as described in relation to the sensory-motor capacities of the higher primates.” [Thompson, 2003, p. 399-400]
The assertion of embodiment as relevance of the proper motor-perceptual activities of the organism is strictly connected with the claim that the cognitive organism deploys its cognitive capabilities in the interaction with the world, that cognition is situated and distributed. It is also related to the idea that action and perception are inseparable. 
“The first step for perceptual theory is to refuse to separate perception from action, or, more generally, from perceptually guided activity.” [Thompson, 2002 #68, p. 393]. 
In fact, perception and action have evolved together and perception can be identified with perceptually guided activity. 


A precursor of this position can be individuated in Merleau-Ponty’s description of the role of the body in assigning meaning to actions and perceptions [Merleau-Ponty, 1946]. 
First of all the body is not an object, a material thing, entertaining mechanical and external relations with other objects, since the body is permanently with the subject of perception, always present in the same way (not in perspective, for instance, as a visual object), and constitutes the position from which objects are viewed and touched. In this sense the body represents the condition for objects to appear and to present a certain aspect to the perceiver.


Secondly the body’s actions and projects are the conditions for entering in a cognitive relation with the world. The world is the horizon of possibilities of the actions and projects of the body. In fact, the objects of the world are perceived relative to the bodily capabilities and skills, as “practicable” objects, object with which one can do something. The acquisition of motor habits or skills is then equivalent to the acquisition of new “practicabilities”; in this sense, it extends to both motor and perceptual competences, and also to the limits of the meaningful world, because it annexes objects which have become “practicables” for the body. The stick of a blind person is an example of extension of the motor and perceptual possibilities of the body through the acquisition of new skilled actions. Becoming part of the body, the prosthetic stick enlarges its sensory possibilities. This acquisition makes other objects bound to the subject, they become “practicables” to him, in a motor and in a perceptual sense. As the acquisition of a motor habit is an expansion of the possibilities to interact with the world, the acquisition of a perceptual habit is the expansion of the subject’s world. The body capabilities and skills define the phenomenal space. In the phenomenal space as opposed to the objective space of abstraction, objects are perceived as a function of the action they are involved in, actually or potentially: they are poles of action. For this reason, in the phenomenal space concrete movement and perception constitute a system which modifies itself as a whole. No consciousness is interposed between movement and perception. Motor experience is the original way by which consciousness grasps objects, with no need for representations since perception of objects immediately relates to the action, without any intermediary cognitive processes. 

2.3 Cognitive processes are situated 
2.3.1 Cognition is situated in the social and material context in which they take place

Situated actions and representations can be described as those actions and representations that can only be understood within a larger context, grounded in a particular situation, in other actions or interactions. 

We have seen some examples of situated activities and references [Kirsh, 1991; Pylyshyn, 2003]. [Clancey, 1995] proposes a view of situated learning and cognition which considers situatedness in a larger sense, such as in the case of the situated and embodied Creatures proposed by Brooks. Contrarily to Brooks, representations are not necessarily discarded within this approach, but the necessity of understanding how representations are created and given meaning is affirmed. In the process of learning, for instance, representations are not means for gaining new knowledge: a learner also participates in the creation of what constitutes a representation, that is in its meaning. The attribution of meaning to representations typically involves two levels of interaction with the external environment: the interpersonal level (social setting) and the gestural-material level (interaction with physical materials, perceptual activities). 
“Representational forms are constructed and given meaning in a perceptual process, which involves interacting with the environment, detecting differences and similarities, and hence creating information (Reeke and Edelman, 1988; Maturana, 1983). As a perceived form, marks on the screen have no inherent meaning, but are instead viewed as symbolic in the context of how they display mathematical relations--which the students are attempting to learn. Crucially, the internal processes controlling perception, biasing categorizing and directing attention to particular details, are themselves organized by the ongoing interactions, that is, the perceptions and movements the person is already coordinating at this time (Rosenfield, 1988).” [Clancey, 1995]

In many senses, then, cognition is situated: in a body, in a physical world and also in a social one. This was the doctrine of the Soviet psychologist Vygotskij, who described the area of proximal development of the child: the area of proximal development consists in the tasks that the child is able to perform only if sustained by the help of adult humans (even if it be just a linguistic help) [Vygotskij, 1962]. 

2.3.2 Cognitive processes are distributed: cognition is not entirely determined by the internal information processing capacities but includes the external links 


The main claim of the “distributed cognition theory” is that the system composed of the organism and the external entity with which the organism is linked by a two way interaction is a cognitive system in its own right. 


The distributed cognition theory is interested in the human tasks that are not entirely determined by the internal information processing capacities of single individuals. Cognitive properties, including representations, are considered as part of a system that is composed for instance of two or more agents and a suite of technological devices, as in the case of aviation [Hutchins, 1995]. 


There are thus three senses in which cognition can be described as distributed: 


First, the external reality is recognized as responsible for the beliefs of the individual (in analogy with the externalism practiced by [Burge, 1979; Putnam, 1961]); the present external world plays an active role in driving cognitive processes and has a strong impact in the behavior of the organism (in opposition to the “passive” role played by the world in [Burge, 1979; Putnam, 1961] theory, where the external features do not change the behavior of the individuals and where it is the history of the exposure of the individual to its world which is meaningful, not the actual interaction).  
“We will advocate an externalism about mind, but one that is in no way grounded in the debatable role of truth-conditions and reference in fixing the contents of our mental states. Rather, we advocate an “active externalism”, based on the active role of the environment in driving cognitive processes.” [Clark, 1998]
An example of inclusion of external conditions in cognitive processes is provided by [Hutchins, 1995] as the use of speed bugs in the coordination of airspeeds with wing configurations. The author affirms that it is possible to imagine a functional system without speed bugs, in which pilots do all the work with their memory: they read the speeds and remember them, they remember which configuration change goes with which speed, etc. The system with speed bugs achieves the same results as those without speed bugs, but some of the memory requirements for the pilots are reduced. It is not the individual memory that has been enhanced; the memory function, instead, has become a property of the system composed of the pilots and the speed bugs. Speed bugs are then not memory aids, but part of the process by which the cockpit (and not the pilot) remember its speeds.


Second, cognition is distributed between the agents that perform a task. [Hutchins, 1995] also aims at demonstrating that the approach of classic cognitive sciences can be applied with minor modifications to units that are larger than the single individual and that in fact are socio-technical systems composed of more individuals using technological devices. Representations are not ruled out but are considered as properties of these larger systems instead of being entities contained within the single mind-brain. Representations are still internal to the system, but the system being larger they can be observed more directly. 


Third, extended or distributed cognition includes the actions that the organism puts into practice. Rearranging the tiles of the tray of the Scrabble board when choosing a word, for instance, is not part of an action only, but is a part of thought.  [Kirsh, 1995], for instance, propose a theory of action control that is based on the definition of “epistemic actions”. Epistemic actions use the world to improve cognition: they change the world in order to simplify a problem-solving task, instead of bringing the agent closer to his goal (as pragmatic actions do).  In some way, epistemic actions make the task more manageable and thereby easy to compute.  

“The notion that the external actions are often used to simplify mental computation is commonplace in tasks involving the manipulation of external symbols. In algebra, geometry, and  arithmetic, for instance, various intermediate results – which could, in principle, be stored in working memory – are recorded externally to reduce cognitive loads (Hitch, 1978). In musical composition (Lerdahl & Jackendoff, 1983), marine navigation (Hutchins, 1990), and a host of expert activities too numerous to list, performance is demonstrably worse if agents rely on their private memory or on their own computational abilities without the help of external supports.” [Kirsh, 1995, p. 513] 

A research conducted on the Tetris game suggests that the same is true for tasks that are not clearly symbolic, but that demand quick reactions, such as for the control of activity. Tetris players are supposed to identify the shape of some composed pieces that fall down from the top of the screen and to place them before they arrive at the bottom; the task is thus composed of visual recognition and pragmatic actions. Successful players also make use of epistemic actions, that is they manipulate the pieces that are falling, changing their orientation to assess the fit; instead of holding up the performance, epistemic actions seem to have the effect of saving time and of increasing the chances of success in the game. Epistemic actions in fact are supposed to improve cognition by reducing the memory and the number of steps involved in mental computation (space and time complexity) and reducing the probability of error. 

3. There is a structural connection of the perceptual-cognitive activities with movement and action 


As we have seen in Section 2.2.1 a fundamental sense in which cognition is embodied lies in the structural connection of cognitive activities with movement and action. The focus is then shifted from symbolic representations of the world to the way perception and knowledge about the world are enacted. 

Theories where movement and action occupy a significant position in the explanation of perceptual phenomena are called “motor theories of perception” (for an historical review of motor theories of perception, see [Viviani, 1990] and [Berthoz, 2002]. 
Motor theories of perception are not necessarily committed to the criticism of the computational and representational paradigm: they are compatible with the existence of internal representations, i.e. of movement.

The assertion about the crucial role played by movement in perception and cognition can be declined in a variety of fashions. The role of movement can be recognized at the level of the orientation and direction of perception, thus as an active way of control and guide over perception; but the assertion that perception is active can also be declined in the sense that movement rapports something new to perception: an objectifying role, the perception of a stimulus as external to the subject, thus as objective. On one side movement makes perception “intelligent”, on the other it makes perception objective. Still, the relationship of movement and perception remains at a formal level, without directly shaping the perceptual content. But movement, specifically knowledge connected with the consequences of movement, can also be described as shaping the perceptual content. This assertion can be generalized or limited to some special perceptual tasks (such as dynamic perception or perception associated with the control of movement). 

It is hence possible to distinguish two main claims within the assertion of a key role played by action in perception. The first claim is that action directs perception: perception is active. The second claim is that motor competences and motor acts shape the perceptual content. In any case, it is counterproductive to separate perception from action, since there is no perceptual activity without the movement of sensors and the active exploration of the environment.
3.1 Perception is active
3.1.1 An account of the cybernetic mind


The connection of action and perception has been one of the main tenets of the view of mind developed by cybernetics, with its feed-back (sensory-motor loop) circuitry. A special account of the cybernetic mind is represented by the work of Donald MacKay, who was mainly concerned with analogical and not digital machines. 

“Discrete representations similar to those used in digital computer could of course be used: but the most natural process would be one in which the frequency of past success or failure of a given action determined the transition-probability to that action in future. […] the human brain also may retain much of its information in this form rather than in localized stores” [MacKay, 1951-1952, p. 111-112] 


In the domain of recognition, [MacKay, 1951-1952] distinguishes between reception (which is passive and based on internal pre-defined models) and perception which is characterized by the element of “response”.  An artifact that makes use of discrete representations faces the task of recognition in a passive or receptive way, by the use of templates (typical samples of the pattern to be recognized) stored in the artifact. The model proposed by MacKay for perceptual recognition is much more similar to the way a blindfold man might seek to recognize a solid triangular figure by moving his finger around the outline: 

“He requires essentially to perform two kinds of motion – rectilinear movement, and sudden changes of direction. As his finger moves around the outline, he finds it necessary to issue to them just two types of order, in a characteristic sequence. This sequence is in principle invariant with respect to the size, shape or orientation of the triangle. To the blindfold man, the concept of triangularity is invariably related with and can be defined by the sequence of elementary responses necessary in the act of replicating the outline of the triangle.” [MacKay, 1951-1952, p. 113-114]


The problem of recognition is thus solved by a process of active replication (of the stimuli perceived) and not of passive reception.

“In other words, disequilibrium signals are generated in the artifact and cause activity therein until there is a sufficient degree of resemblance between a synthetic replica and the incoming pattern.” [MacKay, 1951-1952, p. 114]

Recognition does not imply the possession of internal pre-defined models to be coupled with the incoming stimuli, but the possession of a set of commands or acts of replication. Active replication is equivalent to conscious attention. The problem of recognizing complex patterns depends on the problem of learning to make complex replicas, which is a problem of coordination, such as writing or walking. 

3.1.2 Perception is not a passive form of representation: movement directs perception

Active or interactive perception approaches defend the idea that perception is not a pure and passive form of representation, in that the sensory systems are not simply hit by the external reality, but actively contribute to the construction of the perceptual result, and that this is done with the involvement of the motor systems. Criticism is directed toward pure vision systems, as those where information is considered only to flow bottom-up and the visual system is only characterized as a system for gathering photorealistic, complete representations of the visible world (the target of this description is the approach to vision that is contained in [Marr, 1982]) [Churchland, 1994]. At the opposite of pure vision approaches, interactive vision approaches describe information as also flowing top-down (for instance in reason of the interaction of vision with memory), consider vision to satisfy distinct and variegated needs and take into account the motor processes that are included in the visual activity. As a matter of fact, we see only a portion of the visible world, and movement redirects attention and then to re-orient the visual system.  Motion and vision are then strictly connected because active movement allows the system to see more of the world and also to see more efficiently: movement facilitates the interaction of the sensors with the world and enables the visual system to select the relevant information, thus allowing a better understanding of the visual environment according to the interests and needs of the perceiver [Blake, 1992]. 

[Gibson, 1962; Gibson, 1966] has remarked how touch is exemplary of the connection of perception and movement in perception, since in its case the equipment for feeling is anatomically the same as the equipment for doing. Active touch is then defined as an exploratory rather then a merely receptive sense, by which the variations in the skin stimulation are produced by variations in the motor activity. In active touch kinesthetic and cutaneous are more than combined, since the patterns of change of the skin contact co-vary with the change in limb position, thus giving rise to one and the same information about the object properties. The non-separation of the skin senses from kinaesthesia is labeled “haptic system”: 

"The sensibility of the individual to the world adjacent to his body by the use of his body will here be called the haptic system. The word haptic comes from a Greek term meaning "able to lay hold of." It operates when a  man or an animal feels things with his body or its extremities. It is not just the sense of skin pressure. It is not even the sense of pressure plus the sense of kinesthesis. […] The haptic system, then, is an apparatus  by which the individual gets information about both the environment and his body. He feels an object relative to his body and the body relative to an object." [Gibson, 1966, p. 97]

The haptic system is composed of many sub-systems, among which are the haptic touch (when the skin and deep tissues are stimulated by the movement at the joints, as in catching an object, palpating, squeezing, etc. in order to extract information about its geometry and microstructure) and the dynamic touch (when skin and joints are stimulated in association with muscular effort, as in the discrimination of weight, which is better when the object is wielded, rigidity, viscosity, etc.). 
Dynamic touch in particular has become a rich domain of studies (see for instance [Turvey, 1996]. The perception of object properties by wielding is a prominent example of dynamic touch.


Still in the domain of touch perception, Lederman, Klatsky and colleagues (see for instance [Klatzky, 1985; Lederman, 1987]) have shown that the hand system is an intelligent instrument in that it makes use of its motor capacities for ameliorating its sensitive abilities. Since the movements are coupled with the properties of the objects that are extracted, it is possible to describe a set of exploratory movements or patterns that correspond to object properties as texture (slight movements on the surface), shape (contour following or wielding), presence of parts, etc. 

3.1.3 Movement has an objectifying role on perception

The role of movement was early affirmed in the domain of touch by [Katz, 1989]: 
"to study the sense of touch at rest is almost alike wanting to determine the capability of the leg  musculature after the leg has been placed in a plaster cast." [Katz, 1989, p. 78]. 

Movement intensifies the action of static stimuli and prevents the habituation of the captors; it creates tactile phenomena in that it allows for the perception of qualities such as texture and elasticity that are not available to static touch: 

"Every ongoing tactual activity represents a production, a creation in the true sense of the word. When we touch, we move our sensory area voluntarily, we must move them, as we are constantly reminded, if the tactual properties of the objects are to remain available to us […] they remain mute until we make them speak." [Katz, 1989, p. 242];

Movement also gives rise to the objective pole of touch: a stimulus can in fact be perceived both as a subjective, proximal, local sensation or as the sensation of the external, distal object which causes the experience; the difference between the two states only depends on the intervention of movement. Touch, associated with movement, then becomes the sense of reality. 

The objectifying role of movement in touch perception has successively been underlined by [Gibson, 1962; Gibson, 1966] in the frame of the ecological approach to perception. Gibson did introduce the term “active touch”: when the stimulation is passive, as when being touched by an object, even if the object is moving, the subject obtains sensations of skin modification; it is only when the subject plays an active role by actively touching the object that attention is directed to the properties of the object. 


More recently, the experiments of Bach-y-Rita [Bach-y-Rita, 1982] with sensory substitution systems have shown that the objectifying role of movement can be extended to vision too. Systems for touch-vision substitution are developed with the aim of making it possible for blind people to perceive visual features of the environment. They are constituted of three main components: a device for image capture, a device for transducing the light energy into a form of energy which is compatible with the tactile system and a device for providing tactile stimuli to the perceiver. Tactile stimuli can be applied at different locations to the skin of the perceiver. In this way the optic information is transmitted to the tactile receptors. Stimulations are sensed as local when the perceiver is not allowed to freely move and orient the optic device in order to actively explore the environment. It seems on the contrary, that when active exploration is allowed, the information is projected to the external world and many judgments that are typical of visual perception, such as the appreciation of perspective and depth, can be performed.  
3.1.3 Perception is for movement


The cited approaches define perception as active because in some way perception is influenced by movement: movement is for perception. The reciprocal assertion can be made that perception is for movement, and in this sense too perception is active. Perception is considered active because it is directed to control, guide and even anticipate movement and its consequences. 


[Berthoz, 2002], for instance, proposes a theory of perception as simulated action: perceptual activity is not confined to the interpretation of sensory messages but anticipates the consequences of action, so it is internal simulation of action. Each time it is engaged in an action, the brain constructs hypotheses about the state of a variegated group of sensory captors throughout the movement; the brain of the skilled skier for example does not control the state of all the body captors in a continuous and permanent way, instead it internally simulates the trajectory and controls the state of a specified group of captors only intermittently. The ensemble of the captors that are implicated in the analysis of movement and space (movement of the body and of the environment) are particularly important for this task; they circumscribe what [Berthoz, 2002] calls the “sense of movement” (with a larger extension than the classic term kinaesthesia which included only the tactile captors located within the muscles, tendons and joints). 


[Milner, 1998] too maintains that the function of vision is not bound to the perception of the world, since vision also provides control over movement.  The authors argue that these two types of visual behaviour can be distinguished both on functional and on anatomophysiological basis. Hence it is possible to speak of two systems for vision: vision for action and vision for perception, as associated to different pathways in the brain. The two pathways have been identified in the macaque monkey’s brain by Ungerleider and Mishkin in 1982 [Ungerleider, 1982]. The two groups of projections both originate in the primary visual area, but their projections are directed to different areas, so that it is possible to distinguish between a ventral stream playing a critical role in the identification and recognition of objects and projecting to the inferior temporal cortex and a dorsal stream  playing its role in the localization of those same objects and projecting to the posterior parietal cortex (lesions of inferior temporal cortex of monkeys’s brain produces in fact deficits in the ability to discriminate between objects on the basis of their visual features but did not affect their performance on a spatial localization task; lesions of the posterior parietal cortex produce on the contrary deficits in the spatial task but do not affect object discrimination). The two systems are thus labeled the “what” and the “where” systems. It seems likely that the human brain may involve a separation into ventral and dorsal streams similar to that seen in the monkey, but  [Milner, 1998] proposes to consider the distinction operated by [Ungerleider, 1982] as standing between perception on the one hand and the guidance of action on the other rather than between subdomains of perception. 
3.2 Motor competences shape the perceptual outcome

3.2.1 Perceptual content depends on our relation to things 

[Noe, 2003] affirms that how things appear depends on how they are, but not only: it also depends on the relations of the perceiver to how things are. A causal theory of perception affirms that how things appear in perception depends on how things are: one perceives that x is F if and only if one has the experience of x being F, x is F and the experience of x depends on x being F. But there are special properties of the perceptual content that do not depend on the object only, such as the property of a round object of appearing elliptical when seen from a certain position. Furthermore, we keep track of the changes our movements provoke on the appearance of the objects, such as when we move our eyes and this fact has a relevant place in the perceptual experience  of the objects. Both these are perspectival aspects of the perceptual content that are only partly determined by how things are. This fact leads to a two-dimensional theory of perceptual content or representational content: the content can vary along a factual dimension (how things are) and a perspectival dimension (how things appear from the point of view of the perceiver). 
“Perception is a way of keeping track of how things are, but it is also a way of keeping track of our relation to how things are…” [Noe, 2003, p. 94]
It is possible for a perceptual experience to be veridical along one dimension, but not along the other. An example is represented by the visual experience through a periscope: things are represented as they are, but our relation to them is not, since we see as if we were above sea level. 

The two-dimensional theory of perceptual content is strictly related to the sensorimotor approach to perception developed by O’Regan and Noë [O'Regan, 2001] which proposes to consider perception as a form of action. Within this framework, action does something more than orienting perception and perception as a whole, not only some perceptual sub-systems, is directed to action. In fact, perception is completely structured by sensorimotor contingencies and perception as a whole is affected by movement. In other terms, perception and movement are interdependent.  
“Consider, first, that our perceptual lives are structured by “sensorimotor contingencies”. When you move toward an object, it looms in your visual field. When you move around it, it changes profile. In these and many other ways, sensory stimulation is affected by movement. These patterns of interdependence between sensory stimulation and movement are patterns of sensorimotor contingency. Perceivers are implicitly familiar with these sensorimotor contingencies.”  [Noe, 2003, p. 5] 

The interdependency of perception and movement that is expressed by sensorimotor contingencies naturally shapes the perceptual content. 

 
As we have seen in Section 1.2.3, sensorimotor contingencies can be evoked to explain the fact that we normally experience as present in its totality that which we only experience in part, as when looking at an object which is partially occluded (e.g. a sofa whose full view is occluded by a coffee table placed in front of it). It is not necessary to interpret this kind of limited sensory experience in the light of our knowledge (this should be the standard answer offered in cognitive science), the knowledge that we have about the sofa and the coffee table. In other terms, the “wholeness” of the objects of perception is not necessarily inferred, since sensorimotor contingencies allow us to experience the whole presence in a perceptual modality. In this sense the sensorimotor contingencies constitute the content of perception which is not given or represented, but “enacted”, in that: 

“the content is given only thanks to the perceiver’s exercise of knowledge of sensorimotor contingencies” [Noe, 2003, p. 6]. 

Sensorimotor contingencies can also be evoked in order to explain the difference between sensory modalities, thus avoiding the recourse to qualia of different sensations. 

 “Consider, second, that your relation to the environment is mediated by patterns of sensorimotor contingency. If you see an object, then your relation to it is governed by eye-movement-dependent patterns of sensorimotor contingency. For example, blinking momentarily disrupts sensory stimulation, and turning away changes the sensory stimulation in familiar ways. Stopping your ears, in contrast, makes no difference to your visual experience of an object. This is because auditory sensorimotor contingencies are irrelevant to vision.”  [Noe, 2003, p. 5]
Differences in the sensations produced by vision and by audition or touch are only due to differences in the perceptual consequences of certain patterns of movement and on the mastery of these differences by the perceiver. 
3.2.2 Perceptual content depends on what we can do with things

One of the key concepts of the direct or ecological perception tradition following Gibson is that what we directly perceive is affordances, that is, possibilities for action [Turvey, 1981; Gibson, 1979]: surfaces for walking, chairs for sitting, space for navigating, and so on. Affordances are usually described as “-ables”, as a ball which is catch-able. It is not the absolute size or shape of a ledge that determines whether the ledge is a stepping down or a falling off place; it depends on the particular animal that is facing the ledge, including its size and style of locomotion.  


Within the ecological perception view, perception is considered as an achievement of the animal-environment system, and not simply of the animal: what makes up the environment of a particular animal is then part of the theory of perception. Also the things the animal does are part of the theory of perception, in that the main purpose of perception is guiding activity. What the animal does along with the environment of the animal are then coupled into perception by the concept of “affordance”, or of what it is possible to do with that part of the environment. The different affordances constitute an alternative to the traditional problems of perception of size, shape, distance, and so on in the mainstream psychology. Therefore as a theoretical perspective ecological psychology emphasizes the relevance of activity in defining the stimulus to be perceived and the structure of the animal-environment coupling. 


In [Thelen, 1994] the problem of learning to walk and slope perception in children is cited as an example of the constitutive role of action for perception and new knowledge acquisition. Some experiments conducted by K. Adolph and colleagues [Adolph, 1993; Adolph, 1993] point out that when crawlers start to walk, they have to learn about slopes all over again. Both crawlers and toddlers attempt to go up every slope, even if they often fall; crawlers also attempt to crawl down 10 and 20 degrees slopes, and many still try the steeper slopes even if they nearly always fall. Gradually, the same infants become more cautious with steep slopes and eventually hesitate, explore, as if perceiving the danger of falling. Newly walking infants are observed to plunge again without hesitation down all the steep slopes, as they did when at first they started to crawl. Understanding seems to return when the same infants are placed in the crawling position. The postural skills of the infant seem, at this phase, to be very relevant for the perception of the world. Crawling and slopes perception, as walking and slope perception, form a perception-action category (a sort of “crawlable on” category, for instance) that includes accumulated experiences and expectations given certain combinations of visual events and felt movements. Perceiving and acting in new postural contexts might develop larger and more general categories. 

Conclusion


I have presented an overview of a group of approaches to perception, action and cognition that in some way relate to each other and form a new wave of approaches in cognitive studies. This new wave is characterized by a strong accent upon the role of action in contest, for consequence upon the situated and embodied character of cognitive processes. 


Nevertheless, the enactive, situated, embodied view is not a homogeneous theoretical system. It is much more like a group of family resemblances, where two components are similar for their smile but have a different nose and one of the two shares the eyes with a third one but not the smile. An apparently more fundamental resemblance between the members of this family is the (negative) attitude towards the mainstream, representationalist and computationalist, cognitive sciences. But also in this respect some differences can be highlighted, since the positions vary from the radical rejection of representations and computations to mid-way stances, from revolution to the proposition of reforms differently placed in the dominant paradigm. 


I have followed in my exposition three directions: the criticism aimed at representations, the fundamentally situated and embodied nature of cognition, and the importance of action for the cognitive system. 

The over-all  vision that emerges is that of a cognitive system that is inserted in a context and in an acting body: cognition is more a property of complex systems that include reasons for knowing, ways of acting and perceiving, bodily properties and significant environments, than the function exerted by some kind of abstract entity, whose physical conditions and surroundings can be varied at will. 

It follows that the subdivision of cognitive systems into hierarchical levels from the 
input to the central elaboration and finally to the output is an oversimplification of the interactions that perception cherishes with action and with more abstract forms of thought. The same distinction between low-level (perception) and high-level (thought, use of symbols) processes can be questioned, even if not (sharply) rejected downright. 

The computer is no longer the privileged metaphor of cognition, and Artificial Intelligence and Cognitive Psychology surrenders the place of queen of the research on cognition to more embodied disciplines, such as robotics, biology, infant psychology. Even the neurosciences find their explanatory powers reduced when they do not take into account the relationship between the brain, the body and the environment. 

Activity is the common denominator of these three issues, in that the embodied-situated natural organism (and the artificial creature) continuously interacts with its world and this latter entity too cannot be taken for granted, since the interaction with the cognitive agent is relevant for its categorization.  

A growing number of researches point in the direction of the enactive, embodied, situated view, with place for theoretical developments in the explanation of the mechanisms of cognition and for practical and technological achievements in the domains of psychology, engineering and neurosciences.  This fact justifies the necessity of a meta-activity of epistemological research directed to the organization of the field of cognitive sciences consisting in the understanding of the relationships between the different approaches and theoretical proposals, in the evidencing of common trends and in the recognition of the points of continuity and discontinuity with the currents of research in cognitive sciences that are considered as classic or the mainstream. This text aims at representing a step in this direction, just presenting an overview of some representing positions of the new wave of studies in cognitive sciences. 
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